الگوریتم نزدیکترین همسایگی [[1]](#footnote-1)به طور گسترده برای تحقیقات مرتبط با یادگیری ماشین استفاده شده است. طبقه بندی یک موضوع مهم در پردازش کلان داده، علم داده و یادگیری ماشین است. الگوریتم نزدیکترین همسایگی یکی از قدیمی‌ترین، ساده‌ترین و همچنین دقیق‌ترین الگوریتم‌ها برای طبقه‌بندی الگوها و مدل‌های رگرسیون است. بنابر این در چند دهه اخیر مورد مطالعه قرار گرفته است و به طور گسترده در زمینه های مختلف استفاده می شود. در بسیاری از مسائل طبقه‌بندی الگو مانند تشخیص الگو، طبقه‌بندی متن، مدل‌های رتبه‌بندی، تشخیص شی و برنامه‌های کاربردی تشخیص رویداد است [1]

یک الگوریتم ناپارامتریک است. ناپارامتریک به معنای عدم وجود پارامتر بدون توجه به اندازه داده است. در عوض، پارامترها با اندازه مجموعه داده های آموزشی تعیین می شوند. بنابراین این الگوریتم می‌تواند بهترین انتخاب برای هر مطالعه طبقه‌بندی‌ای باشد که دانش قبلی از توزیع داده‌ها کم میباشد.همچنین این الگوریتم یکی از تنبل ترین روش های یادگیری است [2].

عملکرد الگوریتم نزدیکترین همسایگی را با استفاده از ۱۱ معیار فاصله بررسی شده . این تحقیق به بررسی انواع مختلف فاصله‌ها از جمله فاصله اقلیدسی[[2]](#footnote-2)، فاصله ماهالانوبیس[[3]](#footnote-3)، فاصله منهتن [[4]](#footnote-4)، فاصله مینکوفسکی[[5]](#footnote-5)، فاصله چبیشف[[6]](#footnote-6)، فاصله کسینوسی [[7]](#footnote-7)، فاصله همبستگی [[8]](#footnote-8)، فاصله همینگ[[9]](#footnote-9) ، فاصله جاکارد [[10]](#footnote-10)، فاصله اقلیدسی استاندارد [[11]](#footnote-11)و فاصله اسپیرمن [[12]](#footnote-12) پرداخته است. این تحقیق بر روی هشت مجموعه داده مصنوعی باینری با توزیع‌های مختلف تولید شده‌اند، اعمال شده است. داده‌ها قبل از آزمایش نرمال‌سازی شدند.هر مجموعه داده به ۷۰٪ برای آموزش و ۳۰٪ برای تست تقسیم شد. نتایج نشان می‌دهد که فاصله‌های MD، مینکوفسکی، چبیشف، ED، فاصله ماهالانوبیس و فاصله اقلیدسی استاندارد از سایر فاصله‌های آزمایش شده بهتر عمل کرده‌اند.. برای ارزیابی عملکرد KNN، معیارهای دقت، حساسیت و ویژگی برای هر فاصله محاسبه شد. نتایج گزارش شده نشان می‌دهد که استفاده از MD با دقت ۹۷.۸٪، حساسیت ۹۶.۷۶٪ و ویژگی ۹۸.۳۵٪ از سایر فاصله‌های آزمایش شده بهتر عمل کرده است [3].

الگوریتم تصمیم گیری نزدیکترین همسایه به یک نقطه نمونه طبقه بندی نشده طبقه بندی نزدیکترین مجموعه از نقاط طبقه بندی شده قبلی را اختصاص می دهد، بنابراین می توان گفت که نیمی از اطلاعات طبقه بندی در یک مجموعه نمونه بی نهایت در نزدیکترین همسایه موجود است [4]

یافتن کا نزدیک‌ترین همسایه برای یک نمونه آزمون در میان تعداد مشخصی از نمونه طراحی فرآیندی زمان‌بر است، به ویژه وقتی تعداد نمونه بزرگ باشد. یکی از روش ها پیشنهاد شده آن است که مجموعه طراحی با حفظ بیشتر نمونه‌هایی که اطلاعات تمایزدهنده بین کلاس‌ها را ارائه می‌دهند، فشرده‌سازی شود و الگوریتم نزدیک‌ترین همسایه‌ی فشرده [[13]](#footnote-13)را معرفی کرد [5]. در این راستا، مقاله حاضر روش شاخه و حد[[14]](#footnote-14) را برای تسریع محاسبه کا نزدیک‌ترین همسایه‌ها معرفی می‌کند. این روش با تجزیه سلسله مراتبی نمونه‌های طراحی به زیرمجموعه‌های جداگانه و اعمال الگوریتم شاخه و حد بر روی این گروه‌ها، محاسبات فاصله را به طور قابل توجهی کاهش می‌دهد [6].

الگوریتم همسایگی نزدیک نیاز به محاسبه فاصله نمونه طبقه بندی نشده با تمامی نمونه های طبقه بنده شده در مجموعه دیتای های آموزش دیده شده دارد.برای اولین بار یک الگوریتم نزدیکترین همسایه وزن‌دار با فاصله را پیشنهاد شد که با توجه به فواصل بین آن های وزن‌های سنگین‌تر را به همسایگان نزدیک‌تر با اختصاص می‌یافت [7].

 با این حال، اجرای سنتی این روش از نظر محاسباتی پر هزینه است. دو تکنیک موثر، یعنی متراکم سازی و پیش پردازش را مطرح شد تا به طور قابل‌توجهی سرعت الگوریتم همسایگی نزدیک را افزایش دهیم و در عین حال سطح دقت را حفظ کنیم. به خصوص در مواردی که ابعاد فضای ویژگی بالا است ادغام این دو تکنیک با الگوریتم همسایگی نزدیک کمک به سرعت هفت برابری بدون کاهش دقت میکند [8].

الگوریتم نزدیکترین همسایه حساس به هزینه مستقیم [[15]](#footnote-15) و الگوریتم نزدیکترین همسایه حساس به هزینه [[16]](#footnote-16)فاصله طراحی شد . که کارایی طبقه‌بندی داده‌های نامتعادل را با ترکیب چندین استراتژی بهبود، مانند هموارسازی[[17]](#footnote-17)، انتخاب ویژگی و انتخاب مجموعه[[18]](#footnote-18)، بهبود بخشید.[9]

الگوریتم جدیدی مبتنی بر الگوریتم همسایگی نزدیک برای طبقه‌بندی پیشنهاد می‌کنند که هدف آن غلبه بر مشکلاتی از جمله کارایی پایین که به علت ماهیت تنبل یادگیری الگوریتم همسایگی نزدیک میباشد و از جمله دیگر محدودیت ها میتوان به محدودیت‌هایی کار با حجم دیتای زیاد و همچنین وابستگی به انتخاب مقدار مناسب برای کا اشاره کرد .

این مشکلات است. روش پیشنهادی، یک مدل kNN برای داده‌ها می‌سازد که جایگزین داده‌ها شده و به عنوان مبنای طبقه‌بندی عمل می‌کند. مقدار k به صورت خودکار تعیین می‌شود، برای داده‌های مختلف متغیر است و از نظر دقت طبقه‌بندی بهینه است. ساخت مدل، وابستگی به k را کاهش داده و طبقه‌بندی را سریع‌تر می‌کند

یکی از الگوریتم‌های پرکاربرد در حوزه طبقه‌بندی، الگوریتم نزدیک‌ترین همسایه است که به دلیل سادگی و کاربرد وسیع در حوزه‌های مختلف شناخته شده است. با این حال، الگوریتم نزدیک‌ترین همسایه با چالشی مهم در زمینه هزینه‌های محاسباتی در هر مورد طبقه‌بندی مواجه است. تحقیقات متعددی به منظور بهبود عملکرد این الگوریتم صورت گرفته‌اند. به عنوان مثال، در مقاله‌ای توسط لگوریتمی معرفی شده است که با بهره‌گیری از خوشه‌بندی مبتنی بر آنتروپی به بهینه‌سازی الگوریتم نزدیک‌ترین همسایه می‌پردازد. برخلاف روش‌های خوشه‌بندی مبتنی بر فاصله سنتی، این الگوریتم داده‌ها را به خوشه‌های جداگانه تقسیم کرده و سعی در کمینه‌سازی آنتروپی در میان همسایگان دارد. این روش با استخراج نقاط نماینده از خوشه‌ها به منظور محاسبه نزدیک‌ترین همسایگان عمل می‌کند. نتایج تجربی بر روی مجموعه داده‌های مختلف UCI[[19]](#footnote-19) نشان می‌دهد که این رویکرد می‌تواند به کاهش قابل توجه هزینه‌های محاسباتی منجر شود.

علاوه بر این، تحلیل آماری آزمون تی[[20]](#footnote-20) از دقت نتایج نشان می‌دهد که عملکرد الگوریتم نزدیک‌ترین همسایه با استفاده از نمایندگان مبتنی بر آنتروپی به طور مشابهی با الگوریتم نزدیک‌ترین همسایه اصلی می‌باشد. این تحقیقات نشان می‌دهد که روش‌های نوین مبتنی بر آنتروپی می‌توانند بهبودهای قابل توجهی در عملکرد الگوریتم‌های طبقه‌بندی سنتی ایجاد کنند [10].

یک روش نوین برای خودکارسازی فرآیند حضور و غیاب استفاده از الگوریتم نزدیک‌ترین همسایه میباشد در این روش با بردارهای ویژگی‌های چهره‌های شناسایی‌شده با آن‌هایی که در یک پایگاه داده از پیش‌پُر شده ذخیره شده‌اند، مقایسه می‌شوند. انعطاف‌پذیری و سادگی الگوریتم نزدیکترین همسایه خود را برای این کار ایده‌آل می‌کند، زیرا چهره ورودی را با یافتن نزدیک‌ترین همسایه خود طبقه‌بندی می‌شوند. دقت سیستم با انتخاب مقدار مناسب کا از طریق ارزیابی تجربی بهبود می‌یابد. این امر آن را به یک راه‌حل قابل اعتماد و قوی برای مدیریت حضور و غیاب در مؤسسات آموزشی، محل‌های کار و سایر محیط‌ها تبدیل می‌کند. پیاده‌سازی این سیستم می‌تواند به بهینه‌سازی فرآیندهای حضور و غیاب، افزایش کارایی و بهبود دقت رکوردها منجر شود و در نتیجه به بهبود بهره‌وری کلی سازمان کمک کند [11].

دسترسی پویا به طیف های فرکانس رادیویی از طریق فناوری رادیو شناسایی می‌تواند به حل مشکل کمبود طیف های فرکانسی کمک کند . در این راستا عملکرد الگوریتم نزدیک‌ترین همسایه از نظر دقت، حساسیت، ویژگی، ضریب F1، ماتریس سردرگمی و عامل کا مورد تحلیل قرار گرفته است. انتخاب مقدار بهینه کا از نتایج به دست آمده، باعث می‌شود الگوریتم نزدیک‌ترین همسایه بتواند به صورت کارآمد و مؤثر وظیفه خود را انجام دهد [12].

نادیده گرفتن داده‌های مفقود می‌تواند کارایی مطالعه را کاهش داده و گاهی اوقات داده ها را تحت تاثیر قرار میدهد. داده‌های نامتعادل نیز تمایل به تحت تاثیر قرار گرفتن توسط کلاس‌های اکثریت دارند و کلاس‌های اقلیت را نادیده می‌گیرند . داده‌های مفقود را با محاسبه مقادیر آماری با استفاده از الگوریتم نزدیک‌ترین همسایه‌ها تکمیل کرده [13].

معاملات سهام یکی از فعالیت‌های مهم در دنیای مالی است. پیش‌بینی بازار سهام به معنای تلاش برای پیش‌بینی ارزش آینده یک سهام یا ابزار مالی دیگر است که در یک بورس مالی معامله می‌شود. با استفاده از داده‌های موجود بازار سهام مدل همسایگی نزدیک آموزش می‌بیند، هوش کسب می‌کند و سپس از اطلاعات یادگرفته شده برای انجام پیش‌بینی دقیق استفاده می‌کند. این مطالعه از قیمت‌ها با فرکانس‌های روزانه و دقیقه‌ای و یک روش یادگیری ماشین به نام کا نزدیکترین همسایه برای پیش‌بینی قیمت سهام برای سرمایه‌گذاری‌های بزرگ و کوچک در سه بازار مختلف بهره می‌برد [14].

فناوری بلاکچین اولین بار در قالب ارزهای دیجیتال به کار گرفته شد و این فناوری مجموعه‌ای از نوآوری‌ها و مسیرهای جدید را در پژوهش‌های علمی فراهم کرده است، از جمله استفاده از داده‌ها برای شناسایی ناهنجاری‌ها یا پیش‌بینی قیمت در بیت‌کوین و اتریوم.

فناوری بلاکچین تکنیک‌های مختلفی را برای خودکارسازی فرآیندهای تجاری ارائه می‌دهد. یکی از پژوهش‌های مهم در این زمینه، مدلی مبتنی بر الگوریتم K-Nearest Neighbor (KNN) است که برای شناسایی تراکنش‌های غیرقانونی در ارزهای دیجیتال پیشنهاد شده است. این مدل از مجموعه داده‌ی Elliptic و الگوریتم KNN برای شناسایی تراکنش‌های غیرقانونی استفاده می‌کند.داده‌ها را به سه کلاس: غیرقانونی، قانونی و ناشناخته دسته‌بندی می‌کند. هر نود دارای 166 ویژگی است که 94 ویژگی اول اطلاعات محلی درباره تراکنش را نشان می‌دهد و 72 ویژگی باقی‌مانده به عنوان ویژگی‌های تجمیعی شناخته می‌شوند. دقت مدل با مقادیر k=2 و k=4 بیش از 90%، یادآوری با k=3 به 56% و دقت پیش‌بینی با k=4 به 78% می‌رسد [15].

یکی دیگر از روش های نظارت شده از ترکیب روش خوشه بندی پویا و الگوریتم همسایگی نزدیککبه وجود آمده (DC-knn) . در ابتدا از فاز خوشه‌بندی بدون نظارت برای کشف اطلاعات جدید از داده‌های اولیه استفاده می‌شود که می‌تواند به بهبود دقت طبقه‌بندی نظارت‌شده کمک کند. این الگوریتم با استفاده از یک تابع هدف جدید، شباهت‌های درون خوشه‌ای و بین خوشه‌ای را در نظر می‌گیرد و به هر ویژگی وزن‌های تطبیقی اختصاص می‌دهد. این رویکرد باعث می‌شود که متغیرهای مهم برای خوشه‌بندی شناسایی شده و متغیرهای نویزآور حذف شوند، در نتیجه دقت طبقه‌بندی به طور قابل‌توجهی افزایش یابد [16].
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